A Step-Change in the Date of Sea-Ice Breakup in Western Hudson Bay

JULIAN B.T. SCOTT\textsuperscript{1,2} and GARETH J. MARSHALL\textsuperscript{1}

\textit{(Received 13 March 2009; accepted in revised form 29 July 2009)}

ABSTRACT. Over the last four decades there has been a trend to earlier summer breakup of the sea ice in western Hudson Bay, Canada. As this sea ice is critical for the polar bears that use it for hunting, the earlier breakup is believed to be a factor in the declining health of the regional polar bear population. Analysis of the change to earlier breakup using passive microwave satellite data is problematic because of currently unquantifiable systematic errors between different satellites. Analysis using Canadian sea-ice charts from 1971 to 2008 shows that the change to earlier breakup is best represented by a 12-day step. This step occurs from 1988 to 1989 with no significant trend before or after the step. Although not as great as the three-week gradual change suggested by previous studies, this change is still significant. An increase in regional southwesterly winds during the first three weeks of June and a corresponding increase in surface temperature are shown to be likely contributing factors to this earlier breakup. It remains to be seen whether these changes in atmospheric circulation might be ascribed to human actions or simply to natural climate variability.
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INTRODUCTION

During the winter and spring, Hudson Bay (Fig. 1) is almost totally ice covered. The sea ice breaks up in late spring and summer and the sea is mostly ice free from August to November. The sea ice is the primary hunting ground for polar bears (\textit{Ursus maritimus}), and in its absence the bears become inactive and do not eat for up to several months (Stirling et al., 1999).

The duration of this ice cover has changed. From analysis of Canadian Ice Service (CIS) charts, Gagnon and Gough (2005) found that the greatest change has been the shift to earlier breakup in the western area of Hudson Bay. They stated that for the period 1971–2003, there was “a trend of more than 0.8 days per year” and that “by 2003, breakup was occurring approximately 26 ± 7 days earlier than in 1971” (Gagnon and Gough, 2005:376). Stirling and Parkinson (2006) measured the sea-ice breakup in five different regions that are considered important for polar bear populations. They used satellite passive microwave data from 1979 to 2004. They also found that the greatest trend to earlier breakup, at 0.75 ± 0.25 days per year, was in western Hudson Bay and stated that “on average, breakup has been occurring about 7–8 days earlier per decade” (Stirling and Parkinson, 2006:265).

This trend to earlier breakup has had several consequences for polar bears. Stirling et al. (1999) found a strong correlation from 1991 to 1998 between the time of breakup and the date the Western Hudson Bay polar bears came ashore. A decline in the body mass of adult female polar...
bears from 1980 to 2004 was also linked to the progressively earlier breakup dates (Stirling and Parkinson, 2006). The breakup date each year was found to have such a close correlation to the survival of young polar bears, aged 0–4, and senescent bears, aged over 20 years (Regehr et al., 2007), that it appears unlikely that any other environmental changes during these years, including hunting, seal population, or human contact, could be as significant as the ice breakup date for the survival of these groups. There appears to be a downward trend in the total population size of the Western Hudson Bay bears; however, the trend expressed within the 95% confidence limits is not yet significantly different from zero (Regehr et al., 2007).

The trend to earlier sea-ice breakup has been linked to the long-term effect of warming in the region (Stirling et al., 1999; Gagnon and Gough, 2005). The existence of a sufficiently long-term regional warming trend was disputed by Dyck et al. (2007), but they acknowledged an increase in late spring (April–June) temperatures at Churchill, Manitoba (Fig. 1), over the period 1981–99.

Here we take a new look at the breakup of the sea ice in western Hudson Bay. We discuss the merits and drawbacks of the two data sets (passive microwave and sea-ice charts) used for measuring the sea-ice breakup. We run a new analysis on both of these data sets, bringing the time series up to date. We look at the temperature trends in the area around the time of breakup in more detail than was found in previous studies (e.g., Stirling et al., 1999; Gagnon and Gough, 2005; Dyck et al., 2007), which have generally discussed trends in the monthly (or even three-monthly) average temperatures. Finally, we examine changes in atmospheric circulation patterns that may be driving any related changes in temperature and sea-ice breakup.

BACKGROUND: MEASURING SEA-ICE BREAKUP

Passive Microwave Data

Stirling and Parkinson (2006) employed passive microwave data (Cavalieri et al., 1999) to examine trends in sea-ice breakup for five regions from 1979 to 2004. Sea-ice breakup was defined as the date at which the ice cover (surface area) fell to 50% or below. The greatest trend to earlier sea-ice breakup was found to occur in western Hudson Bay, with lesser trends in Foxe Basin and Baffin Bay. One immediately striking aspect of the data for western Hudson Bay was a step-change to earlier breakup occurring from 1988 to 1989 (Stirling and Parkinson, 2006: Fig. 2), masked by a late breakup date in 1992, which the authors attributed to a cold year following the 1991 eruption of Mt. Pinatubo (cf. Kirchner et al., 1999; Stirling and Parkinson, 2006). This step from 1988 to 1989 was not noted in the analysis by Stirling and Parkinson (2006). A similar but smaller change can be noted for Foxe Basin, but occurring from 1992 to 1993.

The passive microwave sea-ice concentration data set started in 1978 with the launch of the Scanning Multichannel Microwave Radiometer (SMMR) onboard the Nimbus 7 satellite and continued with a series of three Special Sensor Microwave Imager (SSM/I) instruments onboard the Defense Meteorological Satellite Program (DMSP) satellites from 1987 onward (Cavalieri et al., 1999). Sea-ice concentration data derived via the NASA Team Algorithm are available on a grid with an individual pixel size of 25 km × 25 km (Cavalieri et al., 2008). The accuracy of the concentration data is stated to be at its worst, at ±15% of the actual sea-ice concentration (Cavalieri et al., 1992), during summer in the Arctic, which unfortunately corresponds to the time of breakup we are interested in. This low accuracy is largely due to the effects of surface melt ponds on the sea ice, which can lead to underestimation of the sea-ice concentration. In addition, at the ice margins and areas of ice breakup, the many different concentrations that can exist within one pixel will be smoothed to an average figure. Several studies have shown that because of the surface melt, in particular, the passive microwave-derived data tend to systematically underestimate ice concentration (e.g., Agnew and Howell, 2003; Shokr and Markus, 2006). When compared to sea-ice charts, the passive microwave sea-ice concentrations derived from the NASA Team algorithm were found to underestimate concentration during summer melt by 20.4% to 33.5%. The improved NASA Team 2 algorithm has been shown to underestimate concentration by 18.35% on average, with a standard deviation of 16.8% (Shokr and Markus, 2006). These studies suggest that although a random error of around 15% is still reasonable, there will be a systematic underestimate of ice concentration in the passive microwave concentration data set.

The NASA Team algorithm used to calculate the concentration was tuned to minimize differences in ice extent, not ice concentration, between the different sensors.
The CIS state that they rarely use passive microwave data (documentation from Cavalieri et al., 2008). There was only a six-week overlap in the operation of the SMMR and SSM/I instruments, and only 22 days of common coverage from 9 July 1987 to 20 August 1987. Cross-calibration of the sensors has therefore been difficult (Cavalieri et al., 1999). One difference between the SMMR and SSM/I sensors, which does not affect the transition between the different SSM/I sensors to the same extent, is the time when the satellite passes overhead. This is dependent on the latitude of the region and the orbital characteristics of the satellite. A correction for the difference in the detection of melt areas by SMMR and SSM/I in Antarctica was found not to be possible for every region (Picard and Fily, 2006). One example given is the Amery Basin region of Antarctica, where the SMMR sensor passed over at midday and midnight, while the SSM/I sensors pass in the early morning and late evening. As a result, the SMMR sensor was far more likely to detect a midday melt event for this area (Picard and Fily, 2006). Such issues are of concern when analyzing summer breakup trends, particularly over a period spanning the two different sensor types. Another effect on the sea-ice concentration values is “land contamination,” which can be different for the SMMR and SSM/I sensors because of changes in footprint size and the timing of the overhead passes (Cavalieri et al., 1999). A sea area such as western Hudson Bay has a large number of pixels adjacent to land. It is of note that the major change in breakup times for western Hudson Bay (1988–89) occurs at a very similar time to the change in passive microwave sensors.

**Canadian Ice Service Charts**

There is some evidence that CIS charts are more accurate than passive microwave data for estimates of ice concentration, particularly in the presence of surface melt (documentation from Fetterer et al., 2008; Agnew and Howell, 2002). The CIS state that they rarely use passive microwave data for their charts. Therefore, changes in sensor from SMMR to SSM/I in 1987 are unlikely to affect them. However, there have been several changes in the techniques used to compile the charts (CIS, 2000). These include a change to computer-based analysis, allowing the incorporation of more satellite data, in 1987. A change to airborne Synthetic Aperture Radar (SAR) in 1990, which allowed a much greater resolution, was followed by the use of satellite SAR data from 1992 onwards. The resultant map of breakup is fairly complex and patchy. Each chart is compiled by an individual interpreter, and the emphasis is on getting timely data out for shipping operations rather than keeping a consistent, long-term record. Changes in the resolution are likely to affect the results, but it is not possible to quantify this.

Gagnon and Gough (2005) analyzed trends in breakup date from 1971 to 2003, using sea-ice concentrations from the CIS charts at 36 points across Hudson Bay. They defined the breakup date as the day on which the ice concentration for an individual point reached 50% or less, following the methodology of Etmin (1991). They also used points spaced 1° apart in latitude and longitude and averaged the concentration values at all of the points in the region. They stated that the error in determining breakup date is ±7 days because the charts were generally published weekly. Another factor to consider is that since the charts give concentrations in tenths, the 50% breakup concentration would be reached sometime between the date where the concentration at a particular point was specified as 6/10 and the date where it was given as 4/10, assuming the charts were accurate to the nearest tenth, with an even distribution within this time. These errors are not used in the analysis of the statistical significance by Gagnon and Gough (2005).

**METHODS**

**Passive Microwave Data**

To obtain breakup dates for the period 1979–2007, the sea-ice concentration data (Cavalieri et al., 2008) for western Hudson Bay were re-analyzed, using methods similar to those of Stirling and Parkinson (2006) and approximately the area defined by those authors (Fig. 2). Another reason for choosing this area is that it covers the range of bear movements within the Western Hudson Bay population (Stirling et al., 1999). The total area of sea ice was calculated by multiplying the concentration of ice in each pixel by the pixel area, and the percentage cover of sea ice in the region was calculated for each day. Where data were only available every other day, during the SMMR measurement period, the concentration was linearly interpolated to give daily concentrations. The breakup date was defined as the date at which cover fell to 50% or less. However, we take into account the ±15% uncertainty in the concentration specified by Cavalieri et al. (1992). Therefore the results are presented as the midpoint day between the 65% and 35% concentrations, along with error bars spanning the period...
between the 65% and 35% concentration dates. It is possible that this is an overcautious random error, because it assumes all pixels will exhibit the same error on any given date. It is preferable to be overcautious in case the error is largely due to changes in atmospheric conditions or sea-ice conditions, which could be similar over a large area. There is also likely to be a systematic underestimation of concentration that is greater than this error (e.g., Agnew and Howell, 2003; Shokr and Markus, 2006) but this will not affect the overall trend unless there is a change in this systematic error between sensors.

**Canadian Ice Service Charts**

The sea-ice concentration and extent data were available from the CIS in E00 format, which can be read by standard Geographical Information System (GIS) software. The 15 May to 15 August data for the Hudson Bay region for the years 1971 to 2008 inclusive were converted into the ArcGIS (ESRI, 2008) shapefile format. Each area of ice was assigned a polygon with attributes such as concentration, ice type, and thickness associated with it. Using the masks shown in Figure 1, Hudson Bay was then separated into western and eastern areas that closely match the areas analyzed using the passive microwave data (Stirling and Parkinson, 2006). With the ArcGIS toolboxes, it was possible to separate all sections of ice area polygons falling within western Hudson Bay from those within eastern Hudson Bay and to do an area calculation on each ice area polygon. These areas were multiplied by the concentration associated with them and then summed to give total ice areas (expressed as a percentage of ice cover) for the eastern and western regions. The breakup was calculated as the date at which the total ice concentration reached 50% or less. Since the CIS charts are published weekly, we again used linear interpolation to give daily concentrations. The fact that concentrations for individual areas are specified only to the nearest tenth may be a source of inaccuracy; however, since there are many ice patches around the time of breakup, it is assumed that such errors will to some extent cancel each other. Nevertheless, it is reasonable to be conservative and still assume an error of ±7 days. The important benefit of this technique is that it uses the actual areas of the polygons drawn on the charts rather than extrapolations from points within those areas, as was done in the previous analysis by Gagnon and Gough (2005).

**RESULTS**

**Passive Microwave Data**

The results of the passive microwave concentration analysis are presented in Figure 3. Using a least squares fit for these results gives a trend to earlier breakup of –0.6 ± 0.2 days per year for the period 1979–2007. The error given in the trend is the 95% confidence limit, which was calculated by taking the individual data point errors and allowing the values to vary randomly within these errors, repeatedly fitting the trend line by least squares regression. For easier comparison with Stirling and Parkinson (2006), we defined breakup day as the first time the concentration reaches 50% for the years 1979 to 2004, which gives –0.7 ± 0.2 days per year. An error-based analysis of the data is probably the best way of assessing the importance of the trend toward earlier breakup because an analysis of statistical significance gives no information on the size of the uncertainty.

As mentioned above, the graph shows a step to earlier breakup between 1988 and 1989 (Fig. 3) with much less long-term change on either side of that step. To confirm that a step is present in the data we employed an automated process following the methodology of Lund and Reeves (2002). This method uses a two-phase regression model with an F test for the significance of any change points, such as discontinuities, detected in the climatic data series. The year 1992 is exceptional because of a summer (June–August) cooling anomaly over Hudson Bay caused by the eruption of Mount Pinatubo (Kirchner et al., 1999). When this anomalous year is removed, a clear step is detected from 1988 to 1989. However, because the time series examined is relatively short and interannual variability is high, the step is not statistically significant and could therefore be due to coincidence. Nonetheless we note that it is significant below the 5% level using the less robust but commonly used method employed by Vincent (1998). The sum of the residuals between the fitted model and the data is less for a flat step than for a linear trend. Analysis of other data sets (described later) for step-changes found similarly equivalent results.

As this step occurs at a similar time to the change in satellite instruments, it is important to assess the effect of the transition from SMMR to SSM/I data, which could introduce a change in the systematic errors, as noted above. Unfortunately the first overlap day occurs on 9 July 1987, which was four days after the 50% concentration date for western Hudson Bay. Since the change in the concentration
around breakup is rapid, it is difficult to get an impression of what the differences over the whole breakup period would be. Comparing the concentrations for each pixel on the two days closest to the breakup (9 July and 11 July) gives some interesting results (Table 1). For both of these days, the SSM/I data give a lower concentration. This difference is particularly pronounced for pixels with higher total concentrations. Given that there would be more high-concentration pixels earlier in the breakup, this effect can be expected to vary from day to day and from year to year. Therefore it is not easy to see how a robust correction to the mismatch between the two sensors could be derived. It is useful to analyze other regions although, as stated earlier, differences between the sensors are dependent on region.

The closest region where a similar trend in breakup was observed is Foxe Basin (Fig. 2). The later breakup of ice in Foxe Basin means that the two sensors overlap just around the 50% concentration point (Fig. 4); however, the SMMR data give a breakup date of 14 July, while the SSM/I data give a breakup date of 12 July, two days earlier. With a shift of just 0.2% in total concentration, the SSM/I data would give a breakup day of three days earlier. Even with this result, a pixel-by-pixel comparison for Foxe Basin does not give as great a difference as for western Hudson Bay.

While it is not possible to extrapolate these limited results to other years, the comparisons outlined here suggest that the SMMR data give a later breakup date than the SSM/I data. Correcting for this difference decreases the overall trend to earlier breakup, although the trend is large enough that any correction would be unlikely to remove it altogether. Applying a correction for western Hudson Bay of two days, as indicated by the one year’s coincident data available from Foxe Basin, would reduce the western Hudson Bay trend to -0.5 ± 0.2 days per year.

### Canadian Ice Service Charts

The results of this analysis are displayed in Figure 5. The least squares fit to the data gives a trend of $-0.50 ± 0.06$ days per year for the period 1971–2008, or five days per decade. In fact a close look at the data shows that, as with the trend shown in the passive microwave data, there appears to be a step to earlier breakup dates from around 1988 to 1989 and not really a continuous trend at all. Using the same method described previously, a step to earlier breakup of 12 days was detected occurring between 1988 and 1989. Fitting a linear trend separately to the first 18 years of data (1971–88) gives $+0.1 ± 0.2$ days per year and to the last 20 years (1989–2008) gives $-0.1 ± 0.2$ days per year. In summary, the trend before and after this step, for time periods of around two decades, is below data-error levels. Along with the fact that there is a marked step-change between 1988 and 1989, this means that describing the change as a progressive trend over the whole period is misleading.

For closer comparison with the area analyzed by Gagnon and Gough (2005), the breakup in the smaller area of southwestern Hudson Bay (Fig. 1) was analyzed separately. This analysis gives a similar step and significance levels, with no significant trend either before or after the step. However, the size of the step is increased from 12 to 14 days.

### Table 1. A pixel-by-pixel comparison of SMMR and SSM/I concentrations for the two days closest to breakup (50% total ice concentration) in western Hudson Bay.

<table>
<thead>
<tr>
<th>SMMR Concentration</th>
<th>Average Concentration Measured by SSM/I Compared to SMMR</th>
<th>Number of Pixels Compared</th>
</tr>
</thead>
<tbody>
<tr>
<td>2% to 40%</td>
<td>-1.8%</td>
<td>661</td>
</tr>
<tr>
<td>40% to 50%</td>
<td>-3.8%</td>
<td>227</td>
</tr>
<tr>
<td>Greater than 50%</td>
<td>-19.8%</td>
<td>47</td>
</tr>
</tbody>
</table>
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CLIMATE TRENDS

Temperature

The nearest accurate long-term measure of temperature for the southwestern Hudson Bay area is at Churchill, Manitoba (Fig. 1). Temperatures during breakup over the middle of the western Hudson Bay area (Fig. 1) are closely related to those at Churchill (cf. Etkin, 1991: Fig. 3). The correlation between temperatures at Churchill and those at 60° N, 90° W, a site representative of western Hudson Bay, was assessed using the European Centre for Medium Range Weather Forecasts (ECMWF) ERA-40 reanalysis product (Uppala et al., 2005). The two sets of temperatures are highly correlated, with temperatures at the WHB site point colder than those at Churchill by a mean of 6.1°C in June. Although the general trend from this site has been examined in other discussions on sea-ice breakup in western Hudson Bay (Stirling et al., 1999; Gagnon and Gough, 2005; Dyck et al., 2007) it is interesting to assess the data in more detail. Any evidence for a physical cause of the earlier breakup would give more confidence that the observed change was not simply due to the change in data collection method.

To this end historical daily weather records for Churchill were obtained from Environment Canada (2008). Monthly average temperatures for May, June, and July are plotted separately in Figure 6. An increase in temperature can be seen over this period for June and July but a slight decrease in May. July temperatures are generally higher after 1989 except in 1992, the year influenced by the eruption of Mt. Pinatubo. The average increase is 1.6°C warmer in July from 1989 onward, which becomes 2.0°C if 1992 is omitted. The increase in the average June temperature appears to occur around two years later. The average June temperature from 1989 onward is 1.0°C warmer than before. It is possible that the higher July temperatures, in particular, result from earlier disappearance of the sea ice, which allows more solar radiation to be absorbed, rather than being a direct cause of the breakup. From the CIS analysis above, the average date for breakup (50% concentration) for western Hudson Bay is 11 July for 1971–88 and 29 June for 1989–2008.

One way of looking for a possible cause of the breakup is to examine variations in the regional positive degree days. For each day the average daily temperature is greater than 0°C, the temperature in degrees centigrade was given as the number of positive degree days. This calculation is done cumulatively: i.e., a day with an average temperature of 4°C followed by a day with an average temperature of 5°C counts as 9 positive degree days. The average number of positive degree days from 1 May to the date the ice concentration reaches 50%, according to the CIS data analysis above, is 317. A plot of the date when the total of positive degree days reaches this average against the actual breakup date (Fig. 7) demonstrates there is a clear positive relationship between the cumulative positive temperature and the breakup date, with a coefficient of explanation ($r^2$) of 0.52. If the one anomalous year (1990) with an exceptionally early breakup date is removed, the coefficient of explanation for the trend over the remaining 36 years is 0.61.

To look in more detail at when the warming occurs, plots of the average daily temperature for 1971–88 and for 1989–2007 are given in Figure 8. It can be seen that before 1 June (Julian Day 152), there is little difference in the average daily temperature between these two periods. In fact, in early May the later period (1989–2008) is on average slightly cooler. Note that average April temperatures are several degrees below freezing and unlikely to cause strong melting. However, from 1 June to 21 June (Julian Day 172), the average daily temperatures for 1989–2007 are up to four degrees higher than those for 1971–88. The largest difference occurs around 20 days prior to the average 50% concentration date for 1989–2008. At that time, the sea-ice concentration has not fallen far from its maximum and is still between 75% and 90%. For the ten-day period around the 1989 to 2008 breakup date there is again little difference in the temperatures between the two periods. The higher temperatures in the first three weeks of June could
be one factor contributing to this earlier average breakup date from 1989 onward. To investigate whether there is a step-change in temperature around 1988 and 1989, we plotted the number of positive degree days for the first three weeks of June (Julian Day 152 to 172) for each year (Fig. 9). This figure shows a lot of interannual variability, but there is an increase in the number of positive degree days around 1988–89 with no significant trend before or after. Analyzing the step as before gives results similar to those observed in the passive microwave data. There is an average of 94 positive degree days for 1971–88 and an average of 140 positive degree days for 1989–2008: an increase of 50%.

**Atmospheric Circulation**

In order to relate the earlier breakup of sea ice in western Hudson Bay to atmospheric circulation changes, the mean Churchill temperature for the first three weeks of June (hereafter termed CTJ3) was correlated with gridded mean sea level pressure (mslp) data derived from a combination of the ERA-40 reanalysis product for 1971–2001 and the ECMWF operational product for 2002–08. Figure 10 shows the correlation for the entire 38-year period from 1971 to 2008. It indicates that warmer June temperatures at Churchill are associated with enhanced flow from the southwest. These offshore winds advect warmer air from the south into the region and push the ice offshore, and both actions accelerate ice breakup. Regions of both higher pressure to the southeast (centred on the north of James Bay) and lower pressure to the northwest (centred over northern Baffin Island) have a statistically significant relationship (< 5% level) with Churchill temperatures, with the region of significantly lower pressure having a much greater spatial extent.

We note that the basic dipole structure with higher pressure to the south and lower pressure to the north is similar to the positive phase of the broad-scale summer Northern Annular Mode (NAM) circulation pattern as shown, for example, by Figure 2d of Ogi et al. (2004). Indeed, the correlation between CTJ3 and the June values of the NAM (Climate Prediction Center, 2009) of 0.41 for 1971–2008 is statistically significant (< 5% level), indicating that NAM variability explains approximately 17% of changes in CTJ3. Mesquita et al. (2008) showed quantitatively that a positive summer NAM was associated with stronger cyclogenesis and consequent storm activity in the Hudson Bay area. These processes act to promote a positive feedback whereby earlier ice breakup allows greater seasonal ocean-air fluxes of heat and moisture to drive the cyclogenesis, which in turn is likely to cause further regional sea-ice breakup. Furthermore, Ogi et al. (2004) demonstrated that 850 hPa summer temperatures at Churchill are ∼4°C higher for strongly positive versus strongly negative NAM. Thus broad-scale changes in circulation variability over North America are playing a role in driving the regional-scale changes in climate observed in the western Hudson Bay area.

Given that CTJ3 is highly correlated with airflow from the southwest, measurements of the near-surface wind at Churchill were examined to see whether any marked difference in wind regime existed at the site before and after the step-change in breakup date in 1988. The data reveal that while a wind from the northeast (i.e., onshore flow) is the most frequent direction during both periods, there was a 20% increase in the proportion of winds from the southwest quadrant for the first three weeks of June in the latter period. This increase provides further evidence indicating the importance of the frequency of southwesterly winds across western Hudson Bay in determining the date of regional sea-ice breakup.

The difference in mean June sea level pressure before and after the step-change (1989–2008 minus 1971–88) is shown in Figure 11. The figure reveals that there has been a statistically significant increase in pressure across northern North America (< 10% level), including a 1 hPa rise over much of the region where there is a significant positive relationship with CTJ3 (cf. Fig. 10). There has also been a decrease in pressure of similar magnitude north of Hudson Bay although it is not significantly different (because...
of greater mslp variability). The combination of these two regional trends has acted to enhance the meridional pressure gradient across Churchill and western Hudson Bay, leading to the higher frequency of westerly winds observed. This change in pressure pattern is reflected in a step at about this time in the summer North Atlantic Oscillation (NAO) index of Folland et al. (2009: Fig. 3), which is broadly similar to the NAM index. There were also marked changes from the 1980s to the 1990s in the more generally used “winter” indexes of the NAO (e.g., Hurrell et al., 2003).

While there have been several studies attempting to determine the cause of observed changes in Arctic mslp during boreal winter (e.g., Gillett et al., 2005), the changes in summer are much less pronounced and are therefore less well suited to such an examination. Thus, it is not possible to directly ascribe the recent changes in western Hudson Bay climate to human activity. Nevertheless, it is worth noting that the observed change towards a more positive NAM in June is similar to the pattern of projected mslp trend in summer during the 21st century as portrayed by coupled climate models forced by increasing CO₂ (Chapman and Walsh, 2007; Folland et al., 2009).

**DISCUSSION AND CONCLUSIONS**

The work of Regehr et al. (2007) clearly shows that the western Hudson Bay polar bears are extremely sensitive to the sea-ice breakup date. The detailed analysis of the breakup given here is therefore important for making future predictions and examining the current and past changes in the health of the local polar bear population.

In this paper, we have followed the work of Gagnon and Gough (2005) and Stirling and Parkinson (2006). Specifically, we have re-examined the sea-ice breakup in western Hudson Bay using the two independent methods of passive microwave ice concentration data and CIS regional charts. Both data sets show a trend to earlier breakup dates. The use of passive microwave–derived concentration is a poor technique for examining summer breakup because it is well known that the greatest errors in the data are related to this season (Cavalieri et al., 2008). However, it should be expected that given a sufficiently long time series, the error in the breakup dates for individual years will become less significant. Had the same technology been used throughout this period, passive microwave sensors would likely have yielded the best data for this analysis. This is unfortunately not the case because there is an unquantifiable change in the systematic error from the transition between the SMMR and SSM/I sensors in 1987. Comparisons of concentration data during the overlap between the two systems, from both the adjacent Foxe Basin and the closest days to breakup in western Hudson Bay, reveal that this change in the systematic error would increase the measured trend to earlier breakup.

The CIS charts may give better estimates of concentration at this time of year (Etkin and Ramseier, 1993) although methods used have changed over the time period and it is not possible to quantify the effect of these changes on the overall trend. However, given the higher resolution...
and the longer time series available, analysis of the CIS charts is probably the better technique to use in studying the longer-term breakup trends. Our method uses all of the ice-extent information available in the charts, which is an improvement on previous methodology. From this analysis, the trend toward earlier breakup from 1971 to 2008 is \( \pm 0.06 \) days per year. The same trend is obtained from the passive microwave data if we correct the 1979–87 breakup date by subtracting two days, to account for differences in the time of satellite overpasses. This trend is less than those calculated by previous authors (Gagnon and Gough, 2005; Stirling and Parkinson, 2006), but it is also misleading as it suggests a continuous trend. There has clearly not been a continuous trend in the data, and the change is best described by a step to 12 days earlier breakup occurring between 1988 and 1989, with no significant trend before or after this date. This step-change is very different from the three-week change that is the figure currently being used in discussions about the western Hudson Bay polar bear population (Regehr et al., 2007).

Previous studies have examined the trend in late spring temperature, April–June average (Stirling et al., 1999; Dyck et al., 2007). However, a more detailed examination of the daily temperatures demonstrates that the most likely relationship between the step-change to early ice breakup and temperature is the increase in the temperature over the first three weeks of June. These related phenomena of increased temperatures and sea-ice breakup appear to be correlated with an increased frequency of southwesterly winds, which can be related to changes in the distribution of pressure over northern North America at this time. It remains to be determined whether such changes in atmospheric circulation are a consequence of human activity or simply natural variability.
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